ISSN 2518-170X (Online),
ISSN 2224-5278 (Print)

KA3AKCTAH PECITYBJIMKACKI

YJTTBIK FBUJIBIM AKAJJEMUACBIHBIH
K. U. CornaeB ateiHarsl Ka3ak yITTBIK TEXHUKAIBIK 3€PTTEY YHUBEPCUTETI

XABAPJJAPBLI

N3BECTUA NEWS

HAILIMOHAJIbHOM AKAJIEMUU HAYK OF THE ACADEMY OF SCIENCES
PECITYBJIMKU KA3AXCTAH OF THE REPUBLIC OF KAZAKHSTAN
Kazaxckuii HallMOHaJIBHBIN NCCIIE0BATENbCKHIM Kazakh national research technical university
texHuueckui yausepcureT uM. K. Y. Catnaesa named after K. I. Satpayev

I'EOJIOI'USA '’KOHE TEXHUKAJIBIK I'bIJIBIMJIAP
CEPUSACHI

¢

CEPUA

I'EOJOI'MN U TEXHUYECKHUX HAYK

¢

SERIES

OF GEOLOGY AND TECHNICAL SCIENCES

1 (427)

KAHTAP — AKITAH 2018 .
STHBAPH — ®EBPAJIb 2018 r.
JANUARY - FEBRUARY 2018

KYPHAIJI 1940 XbIJIJAH IIBIFA BACTAFAH
KYPHAII UBAAETCA C 1940 r.
THE JOURNAL WAS FOUNDED IN 1940.

XKBbUIBIHA 6 PET IIbIFAZIBI

BBIXOIUT 6 PA3 BT'O/]
PUBLISHED 6 TIMES A YEAR

AJIMATBI, KP ¥FA AJIMATBI, HAH PK ALMATY, NAS RK



2 Clarivate

Analytics

NAS RK is pleased to announce that News of NAS RK. Series of geology and technical
sciences scientific journal has been accepted for indexing in the Emerging Sources Citation
Index, a new edition of Web of Science. Content in this index is under consideration by Clarivate
Analytics to be accepted in the Science Citation Index Expanded, the Social Sciences Citation
Index, and the Arts & Humanities Citation Index. The quality and depth of content Web of
Science offers to researchers, authors, publishers, and institutions sets it apart from other
research databases. The inclusion of News of NAS RK. Series of geology and technical
sciences in the Emerging Sources Citation Index demonstrates our dedication to providing the
most relevant and influential content of geology and engineering sciences to our community.

KaszakcmaH Pecniybnukacel ¥immbiK fbliibiM akademusicbl "KP ¥FA Xabapnapbi. [eonozausi xoHe
MmexHUKarbIK FbiribiMOap cepusicbl” fbinbIMU XKypHanbiHbiH Web of Science-miH xaHanaHfFaH Hyckachl
Emerging Sources Citation Index-me uHOekcmernyze KabbindaHraHblH xabapsaldel. byn uHdekcmerny
b6apbiceiHOa Clarivate Analytics komnaHusicel XypHandel odaH opi the Science Citation Index Expanded,
the Social Sciences Citation Index xeHe the Arts & Humanities Citation Index-ke kabbinday maceneciH
Kapacmbipyda. Webof Science sepmmeywinep, aesmopnap, 6acnawhbinap MeH MekeMmesriepee KOHmMeHm
mepeHdiei MeH canacbiH ycbiHalbl. KP YFA Xabapnapbi. [eonoeusi XeHe MeXHUKasbIK fblibiMOap
cepusicbl Emerging Sources Citation Index-ke eryi 6i30iH KoramOacmbiK YWiH eH e3ekmi xoHe 6edesnodi
2e0/102Us1 XKoHe mexHUKarbIK FbliibiMOap 6olbiHWa KoHmeHmke adanobifbiMbi30bi 6indipedi.

HAH PK coobuwaem, 4mo HayuyHbll xypHan «Mseecmuss HAH PK. Cepusi 2eonoauu U mexHu4eckux
Hayk» 6bin npuHsam 0ns uHlekcuposaHusi 8 Emerging Sources Citation Index, o6HoeneHHol eepcuu Web
of Science. CodepxaHue 8 amom UHOeKcuposaHUU Haxodumcsi 8 cmaduu pacCMOmMpeHUs: KoMmrnaHuel
Clarivate Analytics Ons OanbHelweao npuHsmus xypHana e the Science Citation Index Expanded, the
Social Sciences Citation Index u the Arts & Humanities Citation Index. Web of Science npednazaem
Kadyecmeo u eanybuHy KoHmeHma Ons uccriedosamesiel, asmopos, u3damesiell U y4pexoeHudl.
BkriroueHue Uzsecmusi HAH PK. Cepusi eeonozuu u mexHudeckux Hayk 8 Emerging Sources Citation
Index demoHCmMpupyem Hawy rnpueepXxeHHoCcMb K Hauboriee akmyarnbHOMY U 8/IUSIMEsIbHOMY KOHMeHmy
10 2e0/102UU U MeXHU4YeCKUM Haykam Oris Hauleeo coobwecmsa.
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METHODS AND TOOLS FOR DEVELOPMENT A HYBRID
AND INFORMATION CONTROL SYSTEMS
OF TECHNOLOGICAL COMPLEX

Abstract. The relevance of the development of software complexes for the control of technological complex is
determined by such trends as the emergence of innovative technologies for the development of computer programs.

The power management control system development and vehicle test results for a medium-duty hybrid electric
truck are reported in this paper. The design procedure adopted is a model-based approach, and it was based on the
dynamic programming technique. A vehicle model is first developed, the optimal control action that maximizes fuel
economy, then it is solved by the dynamic programming method. A near-optimal control strategy is subsequently
extracted and implemented in the MATLAB XPC-Target rapid-prototyping system, which provides a convenient
environment to adjust the control algorithms and accommodate various I/O configurations. Dyno-testing results
confirm that the proposed algorithm helps the prototype truck to achieve an impressive 45% fuel economy impro-
vement over the benchmark vehicle

This article discusses the possibilities of creating a hybrid system for the possibility of optimal control over the
process of burning fuel in a vehicle using intelligent technologies.

Keywords: hybrid control system, information system, mathematical model, technological complex, synthesis,
supervisory powertrain controller.

Introduction. Nowadays, most systems can be modelled by the mathematical and analytical methods
developed over the last two decades. Therefore, control engineers can have good understanding of any
systems and the desired behaviour can be achieved [1]. Also during the last two decades, the exponential
drop in price of computing power made computers widely available. Computers are used in most control
systems today.

A computer which acts as a logic decision unit processes input provides output in digital form, ie 0
and 1. It is also known as a discrete-time system. It is easy to see that a system which processes only con-
tinuous-time data is called a continuous-time system, that is, it can be represented by mathematical
functions [2].

Moreover, it is common to have a mixture of both logic and continuous systems. While all the
generators produce continuous-time data, the computer receives those data and processes them in discrete
form. This kind of systems is known as hybrid control system [3].

A typical hybrid system is arranged in two (or more) layers. Different levels of abstractions of the
plant model are used at each layer of the hierarchy. In the bottom layer, the plant model is usually
described by means of differential and/or difference equations. This layer contains the actual plant and any
conventional controllers working at the same level of abstraction. In the top layer, the plant description is
more abstract. Typical choices of description language at this level are finite state machines, fuzzy logic,
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Petri nets, etc. Typically, the controllers designed at this level are discrete event supervisory controllers.
The two levels communicate by means of an interface that plays the role of a translator between signals
and symbols [4].

The control architecture described above appears in a wide variety of applications and forms the heart
of most hybrid system formalisms. This results from the requirement that control systems are expected to
be autonomous (e.g., in case of highway automation, the vehicles are supposed to be driven automatically
without human intervention), requiring the controller not only to calculate feedback control laws for
specific tasks, but also to plan the sequence of actions in order to achieve the specified goal [5]. Planning
is inherently a discrete process, which is represented by the higher layers of the hierarchy whereas the
continuous time control laws that execute each action constitute the lower layers. Switching controllers,
Intelligent Control, Expert Control, and Motion Control, among others [6].

In general, a hybrid system denotes a system composed of two unlike components. A hybrid control
system is a control system with both analog and digital parts. Such a system generates a mixture of
continuous and discrete signals, which take values in a continuum (such as the real numbers R) and a finite
set (such as{a,b,c}), respectively.

A continuous-valued signal typically takes values in the set of real numbers (e.g., a temperature T
taking values in the interval [-20,100] degrees Celsius), while a discrete-valued signal takes value in a
discrete (often finite) set (e.g., a thermostat valve V taking the values{on,off}). The signals can either
depend on time or be event-driven. A continuous-time signal is updated continuously through a
differential equation (e.g., T(t) = —T(t) + 1) while a discrete-time signal is updated through a difference
equation (e.g., T(t + 1) = T(t) + 1). An event-driven signal, on the other hand, is updated when an internal
or external event happens (e.g., the switching on of the thermostat, V + := on, could be driven by the event
that the temperature goes below 15 degrees, T < 15). Note that a discrete-time signal can be interpreted as
an event-driven signal being updated when the event “sampling” takes place [7].

Let us develop a simple hybrid control system, which illustrates how continuous and discrete signals
may interact. The example describes the problem of maintaining the temperature T of a room at some
desired level (about 19 degrees Celsius, say). If the radiator is off, the temperature dynamics is given by

T=-T+15
and if it is on the temperature, dynamics is given by

T=-T+25.

turn._ocn

turnoff
Hybrid control system modeling the heating of a room

When the thermostat turns on the radiator, the hybrid system jumps from the off to the on state
through the discrete transition turn on. It jumps back again when the thermostat turns off the radiator. The
temperature T, which is a continuous-time variable, is governed by one of the two differential equations
depending on the current discrete state.

It is convenient to represent a hybrid system by a graph. The hybrid system describing the heating of
the room can be modeled as the graph shown in figure. The two vertices of the graph represent the two
discrete modes of the system: the radiator is either off or on. As long as the radiator is off, the temperature
T will follow the dynamics specified in the left mode, i.e., T will tend to 15. When the event marked
turn_on is triggered, the discrete state of the system jumps from the off to the on mode. The transition is
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represented by the upper edge of the graph. In the on mode, the temperature follows the dynamics given
by the differential equation specified in the right vertex, i.e., T will tend to 25. When turn_off is triggered,
the system returns to the off mode. The events turn_on and turn_off can be triggered by either external or
internal signals. An external trigger can be that an operator manually turns the radiator off, that a failure
causes the switch, or that a separate system (e.g., a heating system in another room) communicates the
trigger. An internal trigger signal is depending on the hybrid state of the system. As an example, suppose
that a thermostat is used as a heat controller. Then, an internal trigger can be created by identifying the
event turn_on with the logical condition T < 18 and the event turn_off with the condition T > 20. For such
a hybrid control system, the discrete transitions can take place only when these boolean expressions are
true.

For the thermostat controlled system, it is easy to see that regardless of the initial state of the system
(i.e., for all initial discrete state in{off,on}and initial continuous state T(0) € R), the temperature tends to
an oscillate between 18 and 20 degrees. For more complicated hybrid control systems, such a conclusion
is not obvious, but one need theoretical and computational tools to analyze properties of hybrid control
systems [8].

Methods. Hybrid control systems are typically found when continuous processes interact with, or are
supervised by, sequential machines. Such systems frequently arise from computer aided control of
continuous processes and such hybrid systems arise in varied contexts such as manufacturing, commu-
nication networks, autopilot design, computer synchronization, traffic control, and industrial process
control, for example [9]. Another important way in which hybrid systems arise is from the hierarchical
organization of complex control systems. In these systems, a hierarchical organization helps manage
complexity and higher levels in the hierarchy require less detailed models (discrete abstractions) of the
functioning of the lower levels, necessitating the interaction of discrete and continuous components.
Examples of such systems include flexible manufacturing and chemical process control systems, inter-
connected power systems, intelligent vehicle highway systems, air traffic management systems, and
computer communication networks [10]. More generally, hybrid systems arise from the interaction of
discrete planning algorithms and continuous control algorithms. As such, hybrid systems provide the basic
framework and methodology for the synthesis and analysis of autonomous and intelligent systems [11].
Examples of this type not already mentioned above include biological motor control models, robotic
systems, data base retrieval systems and medical informatics systems.

The control of hybrid powertrains is more complicated than the control of ICE-only powertrain. First,
one needs to determine the optimal operating mode among five possible modes (motor only, engine only,
power assist, recharge, and regenerative). Furthermore, when the power assist mode or the recharge mode
is selected, the engine power, motor power and transmission gear ratio all need to be selected to achieve
optimal fuel economy, emissions reduction, charge balance, and drivability. With the increased powertrain
complexity and the need to achieve multiple objectives, we adopted a two-level control architecture. A
supervisory powertrain controller (SPC) sits at the top to manage the operation of the hybrid powertrain
system. The supervisory powertrain controller is designed to include the following functions: power
management strategy, transmissions shifting control, smooth operation logic, [/O communication, and
system monitor and diagnosis. At every sampling time, the supervisory powertrain controller sends
commands (set points or desired states) to each sub-system control module and receive sensor signals and
diagnostic status from each sub-system. The low-level control systems manipulate the local-level inputs to
follow the SPC commands as long as other local constraints were not violated [12].

To ensure that the SPC achieves a guaranteed level of performance and robustness, a model-based
design process was adopted. First, models and look-up tables for all sub-systems are developed or
documented. A vehicle model, based on the MATLAB/Simulink/ State flow platform was then developed
for vehicle performance analysis and control algorithm development. The SPC control was developed
based on the dynamic programming technique, which aims to maximize fuel economy without sacrificing
drivability. A near-optimal control strategy is then extracted and implemented in the MATLAB XPC-
Target rapid prototyping system, which provides a fast and easy way to adjust the control algorithms and
accommodate various I/O configurations. More importantly, the entire development process of the control
system provides a seamless environment of control algorithm design, implementation, and testing for
flexible hybrid powertrains.
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IT application allows us to solve similar problems at once and as experience has shown quite suc-
cessfully. The fact that artificial intelligence methods involve the using of knowledge, experience and
intuition of human experts who are familiar with the subject [13]. So, it uses the so-called effect of "ready
knowledge." In contrast, the development of a mathematical model (the main component of the system) is
the process of creating of "new knowledge", and therefore requires a sufficiently long time to carry out
theoretical studies, as well as high material and labor costs for experimental studies and model iden-
tification. In addition, experienced process-operators during long-time work learned to process under
optimal conditions at different initial situations (and they often get success). The transfer of "ready
knowledge" of human-experts to the knowledge base of intelligent system greatly simplifies the creation
of intelligent systems and their operation eliminates the effect of the "human factor" in process control
(these are properties of the human body such as: fatigue, not fast enough reaction, not enough psycho-
logical stability, drowsiness during monotonous work, little experience of young operators, and other
causes) [14]. Using the basic idea of the work (development of process control models instead of a process
model) and by development of the existing IT methods, we propose the following three-stages of process
on creation of the optimal control systems of technological processes (see figure 1). At the first stage, it is
produced a priori investigations of technological characteristics of controlled object on literary source,
publications in periodicals, and factory technical documentation. As a rule, the existing processes had had
to go through a long phase of research, experimental -industrial and industrial tests before they would be
adopted into production. Surely, there are still available materials of those researches, as well as attempts
to create mathematical models of creation of mentioned process. It is necessary to carry out careful
analysis of all this information in order to use it in the development of intelligent control systems. This is
especially important during potential creation of hybrid control systems (HCS). At this stage it is
necessary to analyze the researched process as object of control with identification of input and output,
controlled and uncontrolled, ruled and not ruled variables. Meanwhile, it is necessary to estimate object
persistence through various channels, the object class (continuous or discrete), completeness degree of
information on instance variables, operational range of instance variables and etc. After careful analysis of
the available information, it is necessary to make the structure of the future control system, which will
significantly simplify further work. At the second stage, it is developed a process control model. With
assistance of experienced experts (process operators, or engineering and technical personnel of workshop
or factory) the main goal of control (equivalent of target function in optimization tasks) is being deter-
mined, which used to be familiar as rule, and which is usually trying to be reached by experienced
operators. Then by the method of ranking from the general list of all types of the variables it is determined
those, which are considered as main for the mentioned object (process) according to the opinion of the
experts [15].

The modeling process to select a powertrain is the first stage in this research. Several viable
powertrains and the respective vehicle technical specifications (VTS) are evaluated. The P3 parallel con-
figuration with a V8 engine is chosen because it generated the set of VTS that best meet design goals and
EcoCAR 3 requirements. The V8 engine also preserves the heritage of the Camaro, which is attractive to
the established target market. In addition, E85 is chosen as the fuel for the powertrain because of the
increased impact it has on GHG emissions compared to E10 and gasoline. The use of advanced methods
and techniques like model based design (MBD), and rapid control prototyping (RCP) allow for faster
development of engineering products in industry. Using advanced engineering techniques has a tremen-
dous educational value, and these techniques can assist the development of a functional and safe hybrid
control system. HEVT has developed models of the selected hybrid powertrain to test the control code
developed in software [15].

The strategy developed is a Fuzzy controller for torque management in charge depleting (CD) and
charge sustaining (CS) modes. The developed strategy proves to be functional without having a negative
impact of the energy consumption characteristics of the hybrid powertrain. Bench testing activities with
the V8 engine, a low voltage (LV) motor, and high voltage (HV) battery facilitated learning about commu-
nication, safety, and functionality requirements for the three components. Finally, the process for parallel
development of models and control code is presented as a way to implement more effective team dyna-
mics [15].
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By hybrid systems we mean dynamic systems that are a combination of analog systems and finite
digital systems. In a typical hybrid system a digital unit controls the behavior of continuous processes. The
digital subsystem is usually modeled as an FSM, while the analog subsystem is modeled by differential
and/or difference equations. The behavior of the digital part of the system can be described using the state
transition rules related to the corresponding FSM, while the analog part changes over time as a deriva-
tive/integral function. Graphically, the digital part is represented as a state diagram, while the analog part
is usually represented as a stock-flow diagram (both types of diagrams will be described later). The archi-
tecture of a hybrid system forms a two-level control structure. On the low level, feedback loops are used
for local control as part of the analog system. On the high level, meta-control logic function switches
between modes of the analog systems behavior according to a predefined logic of the FSM’s state
transition rules (Bencze & Franklin, 1995; Branicky, 1995; Mosterman & Biswas, 2000). The properties
of analog and digital systems are summarized in table.

Properties of the digital and analog system

Digital Analog

Mathematical model Final state machine Differential’difference
Algarithmic state machine equations

Behavior State transifion according Change a5 a dervafivemiegral

to input and fransition rules fundtion
Graphical model State diagram Stock-flowr dizgram

Type of control Ewvent driven control Local feedback loops

The concept of hybrid system has been known since the early days of dynamic systems theory
(Branicky, 1995), but its importance in the modern man—-made digital world is still on the rise. Imple-
mentations of hybrid systems modeling methods are recognized mainly in the two following contexts:

1. In a local context, in cases when microprocessors control physical and technological processes.

2. In a global context, when human decision making systems may be modeled by means of hybrid
techniques.

The first group consists of modern technological real-time systems (Antsaklis & Lemmon, 1998).
Cars, robots, cell phones, medical devices, home climate systems, microwaves, computer disk drives,
washing machines, intelligent transportation systems, and production lines are all technologies where a
digital controller interacts with continuous processes (Branicky, 1995; Johansson, 2000). Most of today’s
sophisticated controlling systems use the computer as a mean of control, though their full potential is still
to be revealed (Kamil & Chui, 1996). The presence of these systems in everyday life — from consumer
electronics to traffic control — is constantly growing [15].

Active, semi-active and hybrid structural control systems are a natural evolution of passive control
technologies such as base isolation and passive energy dissipation. The possible use of active control
systems and some combinations of passive and active systems, so called hybrid systems, as a means of
structural protection against wind and seismic loads has received considerable attention in recent years.
Active/hybrid control systems are force delivery devices integrated with real-time processing evalua-
tors/controllers and sensors within the structure. They act simultaneously with the hazardous excitation to
provide enhanced structural behavior for improved service and safety. Remarkable progress has been
made over the last twenty years. The First and Second World Conferences on Structural Control held in
1994 [Housner et al, 1994b] and 1998 [Kobori et al, 1998], respectively, attracted over 700 participants
from 17 countries and demonstrated the worldwide interest in structural control.

As will be discussed in the following sections, research to date has reached the stage where active
systems have been installed in full-scale structures. Active systems have also been used temporarily in
construction of bridges or large span structures (e.g., lifelines, roofs) where no other means can provide
adequate protection.
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Indeed, the most challenging aspect of active control research in civil engineering is the fact that it is
an integration of a number of diverse disciplines, some of which are not within the domain of traditional
civil engineering. These include computer science, data processing, control theory, material science,
sensing technology, as well as stochastic processes, structural dynamics, and wind and earthquake engi-
neering. These coordinated efforts have facilitated collaborative research efforts among researchers from
diverse background and accelerated the research-to-implementation process as one sees today [16].

An active structural control system has the basic configuration as shown schematically in figure 1c. It
consists of (a) sensors located about the structure to measure either external excitations, or structural
response variables, or both; (b) devices to process the measured information and to compute necessary
control force needed based on a given control algorithm; and (c) actuators, usually powered by external
sources, to produce the required forces.

When only the structural response variables are measured, the control configuration is referred to as
feedback control since the structural response is continually monitored and this information is used to
make continual corrections to the applied control forces. A feedforward control results when the control
forces are regulated only by the measured excitation, which can be achieved, for earthquake inputs, by
measuring accelerations at the structural base. In the case where the information on both the response
quantities and excitation are utilized for control design, the term feedback-feedforward control is used
[Suhardjo et al, 1990].

To see the effect of applying such control forces to a linear structure under ideal conditions, consider
a building structure modeled by an n-degree-of-freedom lumped mass-spring-dashpot system. The matrix
equation of motion of the structural system can be written as

ME(®t) + Cx(t) + Kx(t) = Du(t) + Ef (£) (1)

where M, C and K are the n x n mass, damping and stiffness matrices, respectively, x(t) is the n-dimen-
sional displacement vector, the m-vector f(t) represents the applied load or external excitation, and
r-vector u(t) is the applied control force vector. The n x r matrix D and the nxm matrix E define the
locations of the action of the control force vector and the excitation, respectively, on the structure.

Suppose that the feedback-feedforward configuration is used in which the control force u(?) is
designed to be a linear function of measured displacement vector x(t), velocity vector ) (t, and excitation
f(?). The control force vector takes the form

u(t)=G.i(t) + Gx(1) + G, £ () @)
in which G,, and Gyare respective control gains which can be time-dependent.
M(t) + (C - DG, )i(t) + (K — DG)x(t) = (E + DG.) f (t) 3)

It is seen that the effect of feedback control is to modify the structural parameters (stiffness and
damping) so that it can respond more favorably to the external excitation. The effect of the feedforward
component is a modification of the excitation. The choice of the control gain matrices G, and G, depends
on the control algorithm selected.

In comparison with passive control systems, a number of advantages associated with active control
systems can be cited; among them are (a) enhanced effectiveness in response control; the degree of effec-
tiveness is, by and large, only limited by the capacity of the control systems; (b) relative insensitivity to
site conditions and ground motion; (c) applicability to multi-hazard mitigation situations; an active system
can be used, for example, for motion control against both strong wind and earthquakes; and (d) selectivity
of control objectives; one may emphasize, for example, human comfort over other aspects of structural
motion during noncritical times, whereas increased structural safety may be the objective during severe
dynamic loading [16].

While this description is conceptually in the domain of familiar optimal control theory used in
electrical engineering, mechanical engineering, and aerospace engineering, structural control for civil
engineering applications has a number of distinctive features, largely due to implementation issues, that
set it apart from the general field of feedback control. In particular, when addressing civil engineering
structures, there is considerable uncertainty, including nonlinearity, associated with both physical

— 123 ——



Uszeecmus Hayuonanvuot akademuu nayk Pecnyonuxu Kaszaxcman

properties and disturbances such as earthquakes and wind, the scale of the forces involved can be quite
large, there are only a limited number of sensors and actuators, the dynamics of the actuators can be quite
complex, the actuators are typically very large, and the systems must be fail-safe.

It is useful to distinguish among several types of active control systems currently being used in
practice. The term hybrid control generally refers to a combined passive and active control system as
depicted. Since a portion of the control objective is accomplished by the passive system, less active
control effort, implying less power resource, is required.

Similar control resource savings can be achieved using the semi-active control scheme, where the
control actuators do not add mechanical energy directly to the structure, hence bounded-input bounded-
output stability is guaranteed. Semi-active control devices are often viewed as controllable passive de-
vices [17].

Although there is no general consensus on the definition of advanced control, many approaches that
make use of mathematical models of the process, either at a design stage or during operation, are currently
called advanced. An excellent review up to 1980 is presented in [Damborg, et al. 1980]. Some references
that have transcended are mentioned in what follows for completeness. Much attention has been paid to
optimal control minimizing a quadratic performance index [McDonald and Kwatny 1973, Sandor and
Williamson 1977]. The practical application of this technique for overall control has been limited by the
complexity of the implementation, sensibility effects due to model uncertainties, the need to include reset
action in the controller, and the use of linear control techniques in a highly non-linear system. Even
though not an overall unit control strategy, the most relevant application of the multivariable optimal
control techniques which commissioned a linear quadratic regulator for the steam temperatures in the
boiler of a 500 MW unit at the Kyushu Electric Company, Japan, in 1978.

A breakthrough then, this kind of temperature control schemes, including other state-space iden-
tification and estimation, nonlinear mathematical programming, optimization and model reference
adaptive control techniques, have become a standard feature in Japanese fossil power plants during the last
20 years, allowing them to operate with the highest levels of availability and thermal efficiency. Research
has also been done to apply decoupling methods to reduce or eliminate interaction effects between control
loops. In boiler-following unit control scheme is extended with a state feedback based compensator to
reduce the system interaction effects of a 150 MW unit by Ontario Hydro in Canada [18].

The compensator generates complementary signals for the four major control inputs as the weighted
sum of the main control signals and the process state vector using a pair of constant gain matrices, which
are calculated from a 9th order state-space linear model of the plant. The state vector is estimated using a
Kalman filter. Simulation results showed improved load maneuvering capability in the 75% to 100% load
operation range with reduced process variable errors and interaction effects. No details are given regarding
the number of linear models used in the load range considered, neither on the way are the gain matrices
switched in that it range. In decoupling controller based on a 12th order model was implemented in the
real power plant. Compared to a traditional control, the approximately decoupled scheme yielded reduced
control error, improved low load stability, simple parameter adjustments, and insensitivity to plant varia-
tions. The main difficulty with the decoupling approach was pointed out to be the design of the decoupling
compensator [19].

A side benefit of hybrid and semi-active control systems is that, in the case of a power failure, the
passive components of the control still offer some degree of protection, unlike a fully active control
system [20].

While great strides have been, and are being, made in research and development of active structural
control systems for natural hazard mitigation, there remains a significant distance between the state-of-the-
art of active control technology and some originally intended purposes for developing such a technology.
Two of these areas are particularly noteworthy and they are highlighted below.

1. Mitigating Higher Level Hazards. In the context of earthquake engineering, one of the original
goals for active control research was the desire that, through active control, conventional structures can be
protected against infrequent, but highly damaging earthquakes. The active control devices currently dep-
loyed in structures and towers were designed primarily for performance enhancement against wind and
moderate earthquakes and, in many cases, only for occupant comfort. However, active control systems

— 124 ——



ISSN 2224-5278 Cepus 2eonozuu u mexnuueckux Hayk. Ne 1. 2018

remain to be one of only a few alternatives for structural protection against near-field and high-conse-
quence earthquakes.

An upgrade of current active systems to this higher level of structural protection is necessary, since
only then can the unique capability of active control systems be realized. In this regard, collaboration on a
global scale is essential and must be nurtured and reinforced.

2. Economy and Flexibility in Construction. Another area in which great benefit can be potentially
realized by the deployment of active control systems is added economy and flexibility to structural design
and construction. The concept of active structures is advanced. An active structure is defined here as one
consisting of two types of load resisting members: the traditional static (or passive) members that are
designed to support basic design loads, and dynamic (or active) members whose function is to augment
the structure’s capability in resisting extraordinary dynamic loads. Their integration is done in an optimal
fashion and produces a structure that is adaptive to changing environmental loads and usage.

Discussion. Note that an active structure is conceptually and physically different from a structure that
is actively controlled, as in the cases described above. In the case of a structure with active control, a con-
ventionally designed structure is supplemented by an active control device that is activated whenever
necessary in order to enhance structural performance under extraordinary loads. Thus, the structure and
the active control system are individually designed and optimized. An active structure, on the other hand,
is one whose active and passive components are integrated and simultaneously optimized to produce a
new breed of structural systems. This important difference makes the concept of active structures exciting
and potentially revolutionary. Among many possible consequences, one can envision greater flexibilities
which may lead to longer, taller, slender or more open structures and structural forms.

To be sure, some progress has been made in this direction. Several modes of the bridge tower, which
were anticipated to be excited by wind vortex, were carefully protected by appropriate controllers during
the construction phase. It therefore made it possible for the tower of this bridge to be built much lighter
and more slender than one following traditional design.
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KYPJIEJI TEXHOJIOT MSIIBIK KELIEHI BACKAPY JIbIH TUBPH/ITIK JKOHE
AKIAPATTBIK KYWECIH 93IPJIEYIH OJICTEPI MEH KYPAJIJIAPHI

AHHoTanusi. TeXHONOTHSIIBIK KelleH1i Oackapy yuIiH OaraapiamabIK Kyienepai a3ipieyaiH e3eKTUIr KoM-
MBIOTEPIIIK OarmapiaaMaIapAbl JaMBITy YIIiH HHHOBALMSUIBIK TEXHOJIOTHATIAPABIH Maiiaa O0Iyhl CHSKTH YPAICTEpMEH
aHbIKTaJdaapl. Makanana oprama KyaTThl THOPUIATI 3JIEKTPOMOOMIII YUIIH KyaTThl Oackapy jKyheci MeH KelNiK Ky-
paJIIapBIHBIH ChIHAK HOTIKENEpi Typayibl OasHnmanansl. KaObuimanran jxoOaiay ojiCHaMachl MOJCIACYTe KOHE
JMUHAMUKAJIBIK OaFaapiamManay o/icine Heri3aenares. bipiHiiiaeH, aBTOKOIKTIH MO JKacaaibl, COJaH KeHiH OThIH
YHeMIieyi OapbIHIIIA OHTAMIBI OaKbLIay alrOpUTMi KYpacTBIPBUIAIBI, COAaH KEWiH JAMHAMHKAIBIK Oarmapiamanay
onicin Oackapy eceOi meminai. Ocblnan KeifiH oHTalnbel 6ackapy anroputmi MATLAB sxofapsl >KbUIIaMIBIKTHI
XPC-Target xyiiecine eHrizizeni, o 6ackapy alropuTMIEPiH OpHATY KSHE SPTYPJli eHri3y/IbIFapy KOHUrypanus-
JApbIH OPHAJACTHIPY VIIIH KOJAMIBI JKaFmaiiibl KaMTaMack3 eTelli. JIMHaMUKABIK TECTUICYIIH HOTHXKeNepl YChI-
HBUIFAaH aJTOPUTM aBTOKONIKTiH MPOTOTHITIHE OTHIH YHEMIEYIiH 45 maibI3ra jKeTyiHe KOJ JKeTKi3yre KOMEKTece]Il.
Conpaii-ak, Makanaja MHTEJUISKTyaJibl TEeXHOJOTHsUIAPbl KOJIJaHa OTBIPbIN, KOJIK KypalblHIa aHy YAepiciH
OHTaiiJIbI 6acKapy MYMKIHAIr 6ap rHOpUATI KYHEHI Kypy MYMKIHIIKTEP] KapacThIpbUIabl.

Tyiiin ce3gep: rubpunari Oackapy Kyieci, aKmaparThlK JKyie, MaTeMaTHKAJbIK MOJENb, TEXHOJOTHSIIBIK
KEIlIeH, CUHTE3, KaJlaraiayibl KyaTThl KOHTPOJIEP.
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METO/IbI U CPEJICTBA PA3PABOTKH I'MBPUIHOM U UH®OPMALIMOHHOM CUCTEMBI
YHPABJIEHUA TEXHOJOI'MYECKUM KOMIIVIEKCOM

AHHOTanMsi. AKTYaJbHOCTh pPa3pabOTKH NPOTPaMMHBIX KOMIUIEKCOB [UIS YIPABICHUS TEXHOJIOTHYECKHM
KOMIUIEKCOM OIIPENEIsIeTCs] TAKUMH TEHICHLUSIMH, KaK MOSBIECHHE WHHOBALIMOHHBIX TEXHOJIOTHH Ul pa3pabOTKu
KOMITBIOTEPHBIX IporpamMMm. B craThe coobmiaercst o pa3pabOTKe CHCTEMBI yNpPABICHUs NUTAaHWEM U PE3yJbTaTax
UCIIBITAaHUH TPAHCHOPTHBIX CPEACTB Ul TMOPHIHOTO 3JIEKTpOMOOMIIST cpenHeld MomiHocTH. [lpuHsTas MeTonnka
MMPOCKTUPOBAaHUA OCHOBaHA Ha MOJACIIMPOBAHUM U OCHOBAaHa Ha METOAC AMHAMHNYCCKOI'O IMPOTrpaMMHUPOBAaHU. CHa-
yaja pa3pabaThIBaeTCsi MOJENb TPAHCIIOPTHOTO CPEACTBA, Jajiee ONTUMAJBbHBIA aJrOPUTM YIPaBICHUS, KOTOPBIA
MaKCHMHU3HPYET SKOHOMHIO TOILIMBA, 3aTE€M pelaeTcs 3ajada yrnpaBieHus] METOI0M AMHAMUYECKOTO IPOrpaMMHUPO-
BaHwus. [locie 3TOro onTUMalIbHBIA aNTrOPUTM YIIpaBIIeHUs BHEAPsieTcsl B ObicTpoeicTByomyo cuctemy MATLAB
XPC-Target, koTopast obecrieunBaeT ynoOHYI0 Cpedy IUIsi HACTPOHKH allTOPUTMOB YIIPABICHUS M Pa3MEUICHUS pa3-
JMYHBIX KOH(HIypanuii BBOAA-BBIBOAA. Pe3ynbTaThl JUHAMHYECKOTO TECTHPOBAHUS MOATBEPXKIAIOT, YTO Iperia-
TaeMbIi QJITOPUTM ITOMOTAET MPOTOTHUILY T'PY30BHKA JOCTHYH BIICYATIISIOIIETO YIydIICHHS SKOHOMHH TOIUIMBA HA
45%. Taxxe, B cTarbe 00CYKTAIOTCS BO3MOXXHOCTH CO3JaHUS THOPUIAHON CHCTEMBI AJISI BO3MOXKHOCTH ONTHMAJIb-
HOT'O YIPaBJIEHHS MPOLIECCOM CXKUTaHHs TOIUIMBA B TPAHCIIOPTHOM CPEACTBE C UCIIOIb30BAHUEM HHTEIUICKTYalIbHbBIX
TEXHOJIOTHUA.

KaroueBble ciioBa: ruOpuaHas cucteMa yrnpasieHUs, HHGOPMAIMOHHAS CHCTEMa, MaTeMaTH4YecKash MOJIEIb,
TEXHOJIOTUYECKUI KOMIUIEKC, CHHTE3, TUCIIETYep KOHTPOJIBHOIO CHIIOBOTO arperara.
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