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2 Clarivate

Analytics

NAS RK is pleased to announce that News of NAS RK. Series of geology and technical
sciences scientific journal has been accepted for indexing in the Emerging Sources Citation
Index, a new edition of Web of Science. Content in this index is under consideration by Clarivate
Analytics to be accepted in the Science Citation Index Expanded, the Social Sciences Citation
Index, and the Arts & Humanities Citation Index. The quality and depth of content Web of
Science offers to researchers, authors, publishers, and institutions sets it apart from other
research databases. The inclusion of News of NAS RK. Series of geology and technical
sciences in the Emerging Sources Citation Index demonstrates our dedication to providing the
most relevant and influential content of geology and engineering sciences to our community.

KaszakcmaH Pecrniybnukacbl ¥nmmbiK fbliibiM akademusicbl "KP ¥FA Xabapnapbi. [eonoausi xoHe
MeXxHUKarbIK FbifibIMOap Cepusicbl” fbinbIMU XKypHanbiHbiH Web of Science-miH xaHanaHfaH HyckKachbl
Emerging Sources Citation Index-me uHOekcmernyze kKabbindaHraHblH xabapnaldbl. byn uHdekcmerny
b6apbicbiHOa Clarivate Analytics kommnaHusicel XypHandel odaH opi the Science Citation Index Expanded,
the Social Sciences Citation Index xeHe the Arts & Humanities Citation Index-ke Kabbinday moceneciH
Kapacmbipyda. Webof Science sepmmeywinep, asmopnap, 6acnawhbinap MeH MeKemesiep2e KOHmMeHm
mepeHOiei meH canacblH ycbiHadbl. KP YFA Xabapnapbi. [eonoeusi xoHe mexHUKasblK fblibiMOap
cepusicel Emerging Sources Citation Index-ke eHyi 6i30iH KoramdacmbiK yWiH eH e3ekmi xoHe 6edesndi
2eo0rs102usl XoHe mexHuKarnbIK fblribiMOap 6olbiHWa KoHMeHmke adandblfbiMbi30b! 6ir1dipedi.

HAH PK coobwaem, 4ymo Hay4HbIl xypHan «3gecmusi HAH PK. Cepusi 2eonoauu U mexHu4eCcKux
Hayk» bbln npuHsam O uHOekcuposaHusi 8 Emerging Sources Citation Index, obHoeneHHoul sepcuu Web
of Science. CodepxaHue 8 amomMm uHOeKkcuposaHuU Haxodumcsi 8 cmaduu paccMompeHuUsi KomnaHueul
Clarivate Analytics Ons OanbHeliweao npuHsamus xypHana e the Science Citation Index Expanded, the
Social Sciences Citation Index u the Arts & Humanities Citation Index. Web of Science npednazaem
Kadecmeo u enybuHy KoHmeHma Ons uccriedosameriel, asmopos, u3damernel U y4dpexoeHud.
BknoyeHue Usesecmusi HAH PK. Cepusi eeonoeuu u mexHudeckux Hayk e Emerging Sources Citation
Index demMoHCmMpuUpyem Hawy nNpueepXeHHOCMb K Haubosee akmyarbHOMY U 8/1USIMEIbHOMY KOHMEHMY
10 2e0/102UU U MEXHUYECKUM Haykam O5isi Hawezo coobujecmea.
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CALCULATIONS OF EXCESS LOAD
ON THE NETWORK

Abstract. In the modern world, digital technologies have an important role in the development of national eco-
nomies. Digital technologies have advantages: facilitating public and business access to public services, accelerating
the exchange of information, the emergence of new business opportunities, creating new digital products, etc. Acces-
sibility, stability and security of data transmission on the Internet are the technological basis for the development of
all industries, as well as the high quality of life of the population. The exchange of information in communication
networks in digital form has several advantages such as: a high level of noise immunity and the highest quality in
data transmission; the ability to use standard reliable and cheap integrated circuits, which significantly reduces the
cost of switching and compaction systems, which are decisive in the cost of the entire network; a great opportunity
when combining and processing information of various types in digital form. Currently, most methods for assessing
the quality of user service on communication networks used in the design either consider the problem in relation to
one-dimensional traffic or do not take into account the influence of a finite number of load sources. This limits its
using in solving design problems of multiservice networks, including in areas of subscriber access networks. In this
regard, this article discusses a broadband digital network with service integration, based on the ATM technology,
which implements an iterative method where the flow distribution is specified by the route matrix, and the load
distribution between nodes of each pair of nodes is made through the path tree, obtained by the route matrix when
calculating this pair, as well as the development of a mathematical method for calculating the excess load of an
asynchronous network when transmitting information traffic by the method of channel switching and packet
switching.

Keywords: broadband digital network, service integration, asynchronous network, circuit switching, packet
switching, switching nodes.

Introduction. At the moment, the state program "Digital Kazakhstan" is being implemented. Five
main directions have been identified, the third of which is "Implementation of the digital Silk Road",
aimed at the development of a high-speed and secure infrastructure for data transmission, storage and pro-
cessing. The program, which will be implemented in the period 2018-2022, will provide an additional im-
petus for technological modernization of the country's flagship industries and will form the conditions [1].

As a basis for a high-speed and secure data transmission, storage and processing infrastructure, a
broadband digital network with service integration can be used. The increase in the volume of transmitted
information and the emergence of broadband channels created the prerequisites for the development of
broadband digital networks with the integration of services (services) - W-ISDN (B-ISDN) [2]. Broadband
well-protected from interference channels are created thanks to fiber optics. At the same time, the
transmission speed of user information can reach tens of Tb/s. Such high-speed modes guarantee high qua-
lity of information transfer of various services (television, video on demand, multimedia messages, etc.).

The development of automatic switching technology, the mutual penetration of computer technology
into communication technology and communication technology into computer technology led to the
development of highly organized adaptive systems for managing communication networks, information
flows and processes for servicing subscribers requests for information transfer. Such adaptive control
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systems ensure on the ATM network the elimination or weakening of the effect of emerging faults of
individual network elements and changes in the time flows of information between subscribers and nodes
of the network on the quality of customer requests and the quality of information transfer.

The quality of servicing requests for information transfer on the ATM network depends on a number
of parameters that, when the ATM network operates, are usually determined in averaged form, and
therefore these parameters are often called statistical [3]. The statistical parameters of the ATM network
are understood to mean some average physical quantities characterizing the quality of service on the net-
work. For the ATM network, the main statistical parameters are: the capacity of the branches (throughput)
of the subnetworks of the circuit switching(CS) and packet switching(PS) in the ATM network, the
structural reliability and survivability of the ATM network communication system, the magnitude and
nature of the load as incoming to each hybrid node switching in the modes CS and PS [4], and the total
load determined on each integral group path of the ATM network, the probability of losses on the
branches and between each pair of nodes of the subnetwork CS, as well as the distribution of these losses
along the paths and transit network nodes, the value of the average delay in the transmission of messages
PC subnet as part of the ATM network.

When developing a model for calculating the statistical parameters of the quality of ATM network
service, we will assume that basically this network is intended for transport through multimedia com-
munication channels, that is, mainly for the transmission of video and audio information. This type of
information uses the channel switching method, namely, before this information is transmitted, it is
necessary to connect virtual channels between the corresponding subscribers of the network. Such a
connection of virtual paths is provided by means of special packages called multichannel calls.

Quality of service on the subnetwork CS is usually estimated by the probabilities of losses on the
branches of the network and it is known that the quality of incoming calls is characterized by the possi-
bility of connections or the length of waiting for the provision of connections. There are two main ways of
servicing incoming calls: lossless and with losses [5,6]. Lossless service is a discipline in which an
incoming call is immediately serviced, and with losses, if the incoming call is either denied service or the
service is delayed for some time.

Main part. Let for some time interval in a node-sender some call flow, destined to a node with the
specified address arrives. In general, the address is the coded designation of the point of departure or
destination of information data. The address of the object is determined by the number, code, phrase. The
list of objects includes registers, memory cells, external devices, communication channels, processes,
systems, networks. The recipient objects are usually called recipients. Often the address is associated with
the name of the object. As a subnet CS traffic, a random flow of calls arriving in the ATM network to the
destination node and intended for the destination node is considered, that is, the call arrival times are
random values. In this case, it is assumed that the considered call flow is Poisson (the simplest flow), that
is, the ordinary flow without aftereffect. It is known that the simplest call flow is the most common model
of the real call flow used in queuing systems, including in teletraffic theory. Using the hypothesis of the
Poisson character of the call flow allows one to most adequately reflect the process of processing of each
service packet representing the connection request in the CS mode and obtain analytically expressions for
calculating all necessary probabilistic and temporal characteristics [7]. Indeed, as noted when considering
the principles of classification of call flows, a call flow that transmits in CS mode from a large group of
subscribers is characterized by the absence of aftereffects. It can be considered ordinary, and when the
time interval is limited and stationary.

One of the most important characteristics of switching systems is their efficiency [8,9]. As indicators
of efficiency, along with economic indicators, a technical indicator such as capacity is widely used. Under
the capacity of the switching system is meant the intensity of the load serviced by the switching system
with a given quality of service. The throughput of the switching system depends on the amount of losses,
the capacity of the bundles of lines included in the outputs of the switching system, from the method
(scheme) of combining these outputs, the class of the call flow, the structure of the switching system, the
distribution of the service time and the service discipline. The amount of losses is normalized either to the
switching system as a whole, or for each direction of communication, or for sources of each category. The
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larger the allowable loss rate, the greater the throughput of the switching system and the poorer quality of
communication.

The main purpose of designing a sub-network CS with roundabout directions is to determine the
statistical parameters (probabilistic characteristics) that determine the quality of service on the subnet:

— The magnitude and nature of the total load (arriving at each branch or missed for each branch);

— The probability of losses on each branch;

— Loss probabilities between each pair of nodes, as well as the distribution of these losses along the
paths and transit nodes of the subnet.

The listed parameters are calculated for the given ATM network structure, the gravity between the
pairs of nodes and the static static distribution plan for the subnet of the CS. As a subnet CS flow, the
flow of calls arriving in the ATM network to the sender node and intended for the gatekeeper is
considered. In general, the address is the coded designation of the point of departure or destination of
the data. The address of the object is determined by the number, code, phrase. The list of objects
includes registers, memory cells, external devices, communication channels, processes, systems,
networks. The recipient objects are usually called recipients. Often the address is associated with the
name of the object.

Let ri(j) be the average intensity of the multichannel calls flow (MC) flowing into the ATM network
to the sending node i and destined for the gatekeeper j [10]. The quantity ri(j) will be called the input load
of the ATM network. It is the average value of the incoming load between the corresponding pairs of
nodes in the NNP.

Let ti(j) — be the average intensity of the total flow of MC passing through the node i and destined for
the node j. The quantity t;(j) — will be called the node load of the ATM network. It includes both the input
load 1i(j), and the loads ti(j), coming to the node i from all adjacent nodes /. At the preliminary stage of
calculating the probabilistic characteristics of CS on the subnet, the following assumptions are usually
assumed [11]:

— The initial call flows arriving at the network in the considered time interval are stationary and
Poisson;

— The Poisson nature of the fluxes is retained both for excess and for missed loads;

— The system is in a state of statistical equilibrium;

— System with obvious losses;

— Losses in switching and control devices are not taken into account;

— Connection establishment time is 0.

These listed assumptions determine the degree of approximation of the model under consideration to
the real subnetwork of the CS and the accuracy of calculating its characteristics. The initial data when
determining the quality of service parameters on the subnet of the CS are (without taking into account the
subnet of the PS):

— ATM network structure (location of nodes, capacity of branches);

— Input load for servicing in hour of maximum load between nodes of each pair of nodes;

— Plan for the distribution of flows on the subnet of the CS;

— The probability of loss between the nodes of each pair.

During the calculations, the following parameters are determined for the CS subnetwork [12, 13]:

— Probability of losses on branches;

— Probability of load maintenance by each branch;

— The values of the total load (arriving at each branch, missed by each branch and excessive for each
branch);

— Probability of losses in the average on the network (the ratio of the load lost on the whole network
to the incoming for maintenance);

— The values of the loads served and lost in each transit node and the entire network as a whole.

Of the listed parameters, the most important are the probability of losses on branches or the
probability of servicing by each branch [14, 15], since the remaining parameters can be easily calculated
through these quantities.
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The order of selecting outgoing directions from the node 7 for transferring the load ti(j) to all other
neighboring nodes, i. E. the plan for its distribution is represented by the matrix of routes M for the
node i.

1 2 .. n B
lkl ILllkl,l /Lllkl,z e ILllkl,l’l
iy | Miy1 M2 " Mikg

M, =
lkS,- | HMiks, 1 Hikg 1 7 Hikg |

In the matrix of routes, the number of columns is equal #—1 (the column in the matrix M; for the
node i is absent), and the number of rows are the number of nodes S, , incident with the node i. The M;

matrix element Hig. j is the sequence number of the branch selection (ikg ) when connecting to the
i’ i

node j, i.e. f; ;€ {1,2,..., Si}. If a set of routing matrices {Mi9i = l,n}, is specified, this means that an

information distribution plan is defined for the entire subnet of the CS. With a static information
distribution plan, static (fixed) routing in the CS subnetwork is performed [16]. However, the most
efficient use of network resources is achieved with adaptive routing, when the information distribution
plan changes in accordance with changing network conditions (overloads in certain directions or sections
of the network, damage to canals or their bundles, damage to CS, etc.).

Let's assume that the switching nodes and the communication branches are absolutely reliable.
Between each pair of nodes i and j the network, a number of routes for transmitting loads

L.,i=1,n,j=1,n, of the subnetwork of the CS are defined, which form a fully accessible beam. The

ij>
load t(j) can be serviced by any route [, , where the node k is an adjacent node k with respect to the

nodel , k =1,2,..... The order of routes is determined by the route matrix. Each next route is handled if it

is impossible to service the previous route route route. In each branch Lij entering the route when

servicing one message, one unused device is simultaneously engaged. In the absence of free instruments
and any branch of one route, the path is considered to be blocked [17]. If all routes of the set [, are

blocked, the load ti(j) receives a denial of service. Under the assumed assumptions, the subnetwork of the
CS is a Markov system with a finite phase space whose state changes occur at discrete instants of time
corresponding to the arrival times of messages to the subnetwork of the CS.

Let be the U, set of admissible strategies for managing a network in a state £, € E. For a

subnetwork with failures, two strategies are typical, since each £, € E can accept one of the control

(service) strategies - to service the message on a certain route matrix route, or for lack of free channels - to
refuse service. We will assume that the management of the network U = {U .d= 0,1,2,...} is Markov,

then the functioning of the network can be represented as a controlled Markov process.

For more efficient use of the temporary channels of the path, modern automatic switching systems
located on the nodes make it possible to use the roundabout ways (the paths of the subsequent elections) in
addition to the main ways of establishing the connection (the way of the first choice) [16]. Assume that the
branch (ik;) is part of the path of the first choice. Then the bulk of the load distributed to this branch will

be served by time channelsmy , or we will say that the load is serviced by a branch (ik;). At times when

all the temporary branch channels (ik;) are occupied, some of this load remains un-served and a branch
(ik») that enters the path of the second choice is used for its servicing. As a result, the branch (ik»), serves
the total load, consisting of loads, both intended for it directly under the plan, and not served by the branch
(ik;). If the time channels of the branch (ik;) are not able to completely serve this total load, then its
remainder is transferred to the branch (iks), etc. This process will continue until all the outgoing directions
i are used. If all these branches are occupied, the resulting load balance on the last direction will be lost. A
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load served by a branch is called missed, and vice versa, a load that is not serviced by a branch is not
missing or redundant.

For clarity, the above described use of bypass directions of load transfer of the subnet CS will be
illustrated on a fragment of the network, consisting of the i-th switching node and outgoing from it to

neighboring nodes k,,k,,k; the direction of the load transfer ¢, (figure 1). Assume that the branches (ik),
(ik2) and (iks) and are part of the path of the first, second and third choice, respectively. Then the bulk of
the load 7, with probability pl. " will be served by temporary channels, or in this case we will say that the

load is serviced by a branch (iki). At the point in time when all the time channels of the branch (ik;) are
occupied, some ti (1-p. . ) of the load #, will be served by the branch (ik;) and this part will reach the
1 1

node k, . The other, the remaining part?,, Py from the load ¢, will be blocked by the branch (ik;) and
1

for its servicing the branch (ik»), entering the path of the second choice is used.
As a result, the branch (iks) serves the total load, consisting of loads, both intended for it directly

according to the plan, and unloaded (ik:) by the load ¢, pl. . If the time channels of the branch (ik;) are
1
not able to fully service this total load, then its maintenance balance 7, pl. I pl. I is transferred to the
1 2

branch (iks). Since the branch is the last possible direction of transmission, the remainder of the load ¢,

. . ., after its maintenance is lost.
P ik, P ik, P ik,

We introduce the following notation. Let Ki(j) - be an ordered set of such nodes k, which for
address j form all outgoing from the node i of the direction of transmission (ik). In what follows, for

quantities indicated by means of an index &, it is considered as k € K,(j). The ordering of the elements
of the set Kj(j) is made in accordance with the choice for the j - the outgoing direction of the priority order
in the route matrix M . For example, let from the node 1 -network, represented in Figure 1, the order of
load distribution ti(j) is specified by the route matrix:

) J _
(ik ) 3
(iky)| - 4
"7 (iky) 1
(ik4)_"’ 2 i

In accordance with the elements of this matrix, the branch of the first choice path (iks) is first used.
When it is overloaded, an excess flow is generated, which is served by a sequence of branches (ik;),
(ik,) (ik,) and(ik,). Then set K, (j) = {ky,k, &, .k, }.

The amount of the missed or overload depends on the probability of loss of traffic t;(j), distributed to
the branch (ik). Let jeJ, where is J - the set of all destination nodes. Then for the multicast case, i.e.

when the number of addresses |J] > 1, is assumed that the load balancing system CS located at each node
operates in the mode of divided service (for each addressee separately). This means that on the branch (ik)

the number of time channels my is divided into bitsm,, (j), each of which is a group of serving devices in
the time cycle necessary for transferring the load only at the destination ;.

We denote by pik(j) — the probability of loss of load ti(j) on the branches (ik). Since the subnetwork
CS is represented by a maintenance system with obvious losses, the value pi(j) takes values in the interval
(0; 1] for each branch (ik), participating in the load t(j) transfer. If the branch(ik) does not participate in
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the transfer of the load ti(j), or (ik) ¢ L, in this case, we assume that pi(j) = 0. The value pi(j) will
depend on the load distributed to the branch (ik) and the time channels mi allocated for its servicing.

The main purpose of constructing a subnet model of the CS is to determine the probability of losses
pi(j), on each branch (ik), according to which it is possible to calculate all the quality parameters of this
subnet. Calculation of the probability of loss relative to each addressee in the CS sub-network with bypass
directions is complicated by the fact that these probabilities in the general case depend on the loss
probabilities in all other branches. This dependence, taking into account the given plan for the distribution
of information flows, is represented by a complex system of nonlinear equations, which will be described
below.

To simplify the form of writing such a system of equations, we introduce the following quantity. Let
¢i(j) — the parameter characterizing the value of the excess load of the subnet of the CS for all branches
preceding the direction, as desired (ik). In other words, the value @ik(j) is the fraction of the load t(j),
coming into the branch (ik) in accordance with the distribution plan. It is equal to O if the branch (ik) is not
used in any of the paths connecting nodes i, j and is equal to 1 if the branch (ik) is a branch of the path of

the first choice. The share of the share @i(j) includes the probability of loss of all preceding branches (ik)
of the trend. Let us denote K (j) by the set of such nodes k , that from the node 1 form all outgoing

branches (ik) outgoing directions. The value @i(j) represents the probability of employment by referral
service (ik), i.e.

oD =05(Dp()= [1pz0 (1)

keK; ()
Since p, (j) e (0;1], theng, () € (O;l], for all(ik) € L . For example, for the network shown in

figure 2, according to the elements of the route matrix, the values ;) (J) are:
¢Zk3 (D=L ¢Zk4 () =¢ik3 (])plk3 () :pik3 (J);
P D=0y (D-pry D=py (D-ry (D
lkl ik 4" ik 4" lk3 ' ik 4" |
Cif, ()= Vit (- Pik, ()= Pik, () Piky, (- Pik, (/)

The results. The product @, (j)* p, ( ]) is the proportion of the excess load on the branch (ik),

which, depending on the load distribution plan, will be transmitted to other directions that are free for
node i, and in the absence of such directions, it will generally be lost at the node. In this case, the load ti(j)

is considered lost in the nodey, if the time channels are occupied on all outgoing directions (ik), k € K ( J ),

roe K ( j ) = {kl ,k2 ,...,ks }, where s - the number of directions originating from the node i In this case, the
probability of ti(j) load loss IT;(j) in a node j is determined by the formula

1,(j) = ﬁlp% 5) 17,(j) € (01). @

Depending on the load condition of each of the subnets included in the ATM network, it is possible to
calculate the necessary parameters for the operation of each of the subnets, thereby determining the
network resources of the ATM network in a given mode of servicing the subscribers connected to it. Thus,
due to the effective redistribution of the bandwidth of the integrated circuits of the network, it is possible
to achieve optimal parameters for the quality of service for subscribers of the ATM network; in this case
the performance of the subnets CS and PS that are part of the ATM network is growing.

All these factors mentioned above, connected with the problem of optimal allocation of bandwidth
between the subnets of the CS and the PS, ultimately significantly improve the efficiency of the integrated
network, communication as a whole, and this actually makes the transition to the creation of more
economical networks.
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Note that since p, (j) € (0;1], thenIl, (j) e (0;1] )

Discussions. Studies of the distribution of the probability of load losses of the CS mode over
permissible paths and transit nodes of an asynchronous network using bypass directions for transferring
excess loads have been carried out. Building a tree of paths by route matrices. Let the network shown in
Figurel and the route matrix for each node be given.

Figure 1 — Transmission network

The rows of the route matrix correspond to the numbers of outgoing directions in the order of their
choice, and the columns correspond to the numbers of destination nodes [18]. The matrix element is the
number of the neighboring node in the ith bypass direction to the jth node. We construct a path tree for a
pair of nodes (1,2), assuming that the length of each path does not exceed four transit sections. To build a
tree, we select the corresponding columns of the route matrices of the initial and transit nodes:

12.. 12
]1 b X

M =1, 12 ;
Ly 10

From the matrix Mi we determine the branches 1 and 2 of the tree, ending in nodes 2 and 12, respec-
tively (figure 2).

Figure 2 — Tree of paths between pairs of nodes (1,2)
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In the figure, unpainted circles indicate the numbers of the IHT. The throughput and the number of
channels for each path is = 10 bits / s, = 50. The service time of one call to the QC network is j = 60 sec.

The direction through the node 10 is not selected, since the path length through this node to the node
2 exceeds four transit sections (see. Fig. 3). At node 12, the procedure is repeated and nodes 8 and 9 are
selected, and so on.

Findings. The distribution of excess load on the path tree. For each pair of nodes, the load distribution
along the path tree is based on the probability of loss on the branches calculated at the previous iteration.
An assumption is made that the probability of losses on each branch characterizes some statistical
properties of this branch as a service system and does not depend on the probabilities of losses on other
branches and on the size of the distributed load (in the distribution process).

g' ()= t1(1,2)* hia(2);

g'12(2)= t'(2,2)* hia(2);

g'122)=th1(2,2)* hi2(2)3;

t11(1,2)1= '[11(1,2)* hi2(2);

hi(2)1=11(2) * 912(2)2 * @12(2)3 * (1-p12(2));

hi2(2)=11(2) * 912(2)1 * @12(2)3 * (1-pn2(2)) *(1-p12s(2)) *(1-psa(2));

h12(2)5=11(2) * @12(2)1 * @12(2)2 * (1-p112(2))*(1-p120(2)) *(1-poa(2));

This article explores in detail the subnetwork switching channels, using the bypass direction of the
flow of multi-channel calls. At the same time for subnetting the commutation channel is given the initial
data of the problem of calculating probabilistic characteristics, list the characteristics that are determined
in the process of solving the problem and describes some assumptions that allow to adequately appro-
ximate the study of such a model to the functioning of a real network. As a result, we obtained a mathe-
matical model for calculating the loss probabilities, both for the communication channels and for the
nodes of the circuit switching subnetwork that is part of the ATM network. Here was calculated the
probabilities of load losses of the CS mode of an asynchronous network using bypass directions to transfer
excess loads.

0. 3. Cemoues, K. C. Kemenndexona, 7K. P. YmapoBa

M. Oye3oB aterHaarel OHTYCTiK Ka3akcTaH MeMJIEKEeTTiK YHUBEPCUTETI,
[IsiMkenT, Kazakcran

KEJIIEI'T APTBIK )KYKTEMEHI ECEIITEY

Annoranusi. Ka3zipri onemie caHIpIK TEXHOJIOTHsIIAp €lJep YKOHOMHUKACHIH JaMbITyJa MaHbI3Ibl POJI aTKa-
panbl. [udpiisik TeXHOIOTHSIAPABIH TOMEHICTIICH apTHIKIIBLUIBIKTAPbI 0ap: XaIbIKThIH KOHE OW3HECTIH MEMJICKET-
TIK KbI3METTEpre KOJI JKETKi3yiH KEeHUIIETy, aklapar ajJMacy/bl XKeaelIeTy, OU3HeCTi KYpri3y YILUiH )KaHa MYMKiH-
JUKTEp/iH maiaa 00Jybl, )KaHa CaHIBIK OHIMICDP Kypy koHe T.0. IHTepHeT KeiciHae AepeKTepal OepymiH KOJKe-
TIMJILTIT], TYPaKTBUIBIFBI )KOHE Kayilci3iri — OyJ1 OapIblK caanap/pl JaMbITYIbIH TEXHOJIOTHSUIBIK HET131, CoHaii-aK
XaJBIKTBIH OMIp CYpYyiHIH >KOFapbl camachl. balaHbIC JKeNIepiHAe aKmapar aaMmacy IUQPIbIK HbicaHaa Oipkarap
apTHIKUIBUTBIKTApFa He: 0ereyisl OpHBIKTHUIBIFBIHBIH JKOFaphl JEHIeli oHe NepeKTepi OepyAiH HEFypIIbIM JKOFaphl
carachl; CTaHJApPTThl CEHIMJI KOHE ap3aH MHTErpaljibl cXemajapJbl MaiijajiaHy MYMKIHAIr, Oyin OyKin skem Ky-
HBIHJ]A AHBIKTAYIIbI OOJIBIT TAOBUIATHIH KOMMYTAIUS JKOHE THIFBI3AAY JKYHENIepiHIH KYHBIH €I0yip TOMCHICTE/I;
opTYpJIi Typeri aknapaTThl HUQpPIBIK HbICaHaa OipiKTipy XKoHE eHJIey Ke3iHae YiKeH MyMKiHaik. Ka3zipri yakeirta
xobanay Ke3iHe naiianaHblIaThiH OaiIaHbIC KeTUIepiH/e naijaiaHybUIapra KbI3MET KOPCETy CcarachlH Oaranay
oAicTepiHiH Kemuiiri 6ip emmemi TpapHUKKe KaThICTI TalChblpMaHbl KapacThIpaabl HEMECE JKYKTEME KO3IepiHiH
COHFBI CaHBIHBIH dCepiH eckepMeii. byJl MyIbTHCEPBHUCTIK Keliep/i sxobanay MiHIAETTEpIiH LIenly Ke3iHJe, COHbIH
iriHAe >keniiepaiH abOHEHTTIK KaTbIHAY y4YacKelepiHAe oyap/bl KOJAaHyAbl mekTeii. OceiFan 0aiIaHbICTbI, OCHI
Oanrta KbI3METTEPIiH HMHTETPAIUSICHl 0ap KECHXKOJAKTHI IUQPIIBIK JKei KapacThIPhUIAIbl, OHJA aFbIHAAPAbI 06Ty
MapIIpyTTap MaTpULACBIMEH OCPUICTIH UTEPAIUSUIBIK d/IiC iCKe achiphiiaThiH ATM-TeXHOIOTHs HETIi3iHAe, al 9poip
Oy TopanTapbIHBIH TOpanTapbl apachlHAAFbl JKYKTEMEH1 06y ochl OyJbl ecentey Ke3iHae MaplpyTTap MaTpHLIAChI
OOWBIHIIIA AJIBIHATBHIH JKOJJAP araiibl OOMBIHINA KYPTi3liedi, COHAal-aK apHajap MEH KOMMYTAIUSUIBIK MaKeTTep
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KOMMYTAIMSCHI SICIMEH aKMapaTThIK TpaduKkTi Oepy Ke3iHAe aCHHXPOH/IbI JKEJIHIH apThIK KYKTEMECIH eCenTeyaiH
MaTeMaTUKAIIBIK 9JIICIH d3ipJiey.

Tyiiin ce3aep: KeH >KONAKThl UQPIBIK KeNi, KbI3BMETTep/I MHTErpalysIiay, aCHHXPOHIbI XKeJll, apHajIaplibl
KOMMYTAlMsIIay, TAKeTTep.li KOMMYTaIHsIIay, TYHIHIep KOMMYTALUsUIaphI.

0. 3. Cemb0ues, K. C. Kemean0ekona, K. P. Ymaposa

IOxn0-Kazaxcranckuil rocytapcTBeHHbIH yHUBEpcUTET M. M. Aye3oBa,
[IsimkenT, Kazaxcran

PACYETBI U3EBITOYHON HATPY3KH B CETH

AHHOTanusi. B coBpeMeHHOM Mupe HU(POBBIE TEXHOJIOTUH WTPAIOT BAXKHYIO POJIb B Pa3BUTHUH SKOHOMHKH
ctpas. L{udpoBbie TEXHOIOTMH MMEIOT NPEHMYIIECTBA: 0OJErdeHne NOCTyNa HAceJIeHUs M On3Heca K TocynapcT-
BEHHBIM YCITyraM, YCKOpeHHe oOMeHa MH(pOopMaIiel, MOsSBICHIE HOBBIX BO3MOXKHOCTEH AJIsl BEACHHs On3Heca, co-
3[JaHNE HOBBIX IU(POBBIX NPOIYKTOB U T. . JJOCTYNHOCTB, CTAOMIBHOCTS M OE30IaCHOCTD Nepelauy JaHHBIX B CETH
WHTEpHET — 3TO TEXHOJOTHYECKasi OCHOBA Pa3BUTHS BCEX OTPACIEH, a TAKXKe BHICOKOE KA4eCTBO )KU3HHM HACEICHHUS.
OOMeH nHpOPMAIIH B CETSIX CBSI3U B U(POBOIT popMe UMeeT P MPEUMYIIEeCTB, TAKAX KaK: BBICOKHI YPOBEHB I0-
MEXOyCTOWYMBOCTH W HanboJiee BBICOKOE Ka4eCcTBO B IEpeaadll JaHHBIX; BO3MOXKHOCTh HCIIOJIB30BAHUS CTaHAAPT-
HBIX HAJEKHBIX W JIEIICBBIX MHTETPAIBHBIX CXEM, YTO 3HAYNTEIHHO CHMKAET CTOMMOCTh CHCTEM KOMMYTAaIlUU U
YIUIOTHEHUSI, KOTOPBIE SIBIAIOTCS ONPEICISIONIMMHU B CTOMMOCTH BCEH CeTH; OONBIIYI0 BO3MOXHOCTh MPU 00BEIH-
HeHnH U 00paboTKu HH(OPMAIMK Pa3IMIHBIX BUIOB B IH(poBoii popme. B HacTosmee Bpems OOIBIIMHCTBO METO-
JIOB OLICHKH KauecTBa OOCIY)KMBaHMS IT0JIb30BATENICH Ha CETSAX CBS3H, HCIIOIb3YEMbIX NPH NPOEKTUPOBAHHH, OO
paccMaTpuBaroT 3a7ady IPUMEHHUTENIFHO K OJHOMEPHOMY Tpa(uKy, JINOO HE YUUTHIBAIOT BIMUSHHUA KOHEYHOTO YHCIIA
WCTOYHHMKOB HArpy3KH. JTO OTpPaHWYMBACT MX NPUMEHEHHE IPH PEIICHHWH 33/1a4 MIPOCKTUPOBAHUS MYJIbTHCEPBHUC-
HBIX CETeH, B TOM YHCIIe Ha yJ4acTKaxX aOOHEHTCKOTO JOCTyIa ceTeid. B cBsA3M ¢ 3TUM, B TaHHOH CTaTbe paccMaTpu-
BaeTCs IMPOKOIIONIOCHAS TU(POBas CETh ¢ WHTErpanueil cmyx6 Ha ocHoBe ATM-TexHONOTHH, B KOTOPOH peann-
3yeTcsl UTEPALIOHHBIA METOJ, TJIe paclpelelieHne MOTOKOB 3aJaeTCsi MAaTpHIEH MapLIpyTOB, a PacIpelesieHHue
Harpy3kd MEXIy y3JlaMH Ka)XJOH Mapoil y3JI0B NPOU3BOIWTCS IO JEpeBYy IyTeH, IOJydaeMOMy IO MaTpHIE
MapIIpyTOB IPH pacyeTe AAHHOW Iaphl, a TakXke pa3paboTka MaTeMaTHYECKOTO METOAA pacdeTa M30BITOYHON Ha-
TPY3KH aCHHXPOHHOH CETH INpH Iepenadye MH(GOpMAanMOHHOTO Tpaduka METOJOM KOMMYTAallMM KaHAJIOB M KOMMY-
TAIlMOHHBIX TAKETOB.

KiroueBble cjI0Ba: MIMPOKONOIOCHas NU(POBAst CETh, MHTETPALUS CIyXK0, aCHHXPOHHAsI CETh, KOMMYTAIH
KaHaJIOB, KOMMYTAI[HsI [TAKETOB, Y3JIbI KOMMYTAIHH.
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